
PL4XGL: A Programming Language Approach to Explainable
Graph Learning

MINSEOK JEON, Korea University, Republic of Korea
JIHYEOK PARK, Korea University, Republic of Korea
HAKJOO OH, Korea University, Republic of Korea

In this article, we present a new, language-based approach to explainable graph learning. Though graph neural

networks (GNNs) have shown impressive performance in various graph learning tasks, they have severe

limitations in explainability, hindering their use in decision-critical applications. To address these limitations,

several GNN explanation techniques have been proposed using a post-hoc explanation approach providing

subgraphs as explanations for classification results. Unfortunately, however, they have two fundamental

drawbacks in terms of 1) additional explanation costs and 2) the correctness of the explanations. This paper

aims to address these problems by developing a new graph-learning method based on programming language

techniques. Our key idea is two-fold: 1) designing a graph description language (GDL) to explain the classifi-

cation results and 2) developing a new GDL-based interpretable classification model instead of GNN-based

models. Our graph-learning model, called PL4XGL, consists of a set of candidate GDL programs with labels

and quality scores. For a given graph component, it searches the best GDL program describing the component

and provides the corresponding label as the classification result and the program as the explanation. In our

approach, learning from data is formulated as a program-synthesis problem, and we present top-down and

bottom-up algorithms for synthesizing GDL programs from training data. Evaluation using widely-used

datasets demonstrates that PL4XGL produces high-quality explanations that outperform those produced by

the state-of-the-art GNN explanation technique, SubgraphX. We also show that PL4XGL achieves competitive

classification accuracy comparable to popular GNN models.
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1 INTRODUCTION

Learning on graphs has a wide variety of applications. Many significant real-world problems in
diverse domains can be formulated as graph learning problems: healthcare [Zitnik et al. 2018], drug
discovery [Li et al. 2022; Liu et al. 2022; Sun et al. 2019; Xiong et al. 2021], fraud detection [Rao
et al. 2021], and program repair [Dinella et al. 2020]. In such decision-critical applications, users
highly demand reliable explanations that elucidate the reasons for the classifications beyond
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(a) Existing approach: a post-hoc explanation of graph neural networks (GNNs) with subgraphs.
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P( L × P × [0, 1] )

(b) Our approach: a graph description language (GDL)-based interpretable models.

Fig. 1. Two approaches for explainable graph learning.

accurate classification results. Therefore, developing an interpretable model or explainable artificial
intelligence (XAI) [Gunning and Aha 2019] approach for graph learning problems is crucial.

Existing Approaches. Since graph neural networks (GNNs) are mainstream approaches to graph
learning, most existing approaches to explainable graph learning have been focused on how to
provide explanations of their classification results [Kakkad et al. 2023; Yuan et al. 2022]. GNNs
are deep-learning-based models that have achieved remarkable performance in various graph
learning problems. Despite their significant success, the predictions of GNNs are hardly explainable
because of their deep and complex neural networks with millions of learning parameters optimized
by training data. Thus, the current trend for explainable GNNs is to develop a separate post-
hoc explanation model that provides explanations after their predictions. In a classification task,
for example, the models produce explanations illustrating why the GNN made the classification
results, as depicted in Figure 1a. While explanations can be defined in various forms, most existing
techniques utilize subgraphs to explain the critical components of a given graph related to the
classification results.

Limitations of Existing Approaches. However, the existing post-hoc explanation techniques with
subgraphs for GNNs have two fundamental limitations: 1) additional cost and 2) correctness of
explanations. First, they necessitate an additional cost to provide explanations after classification.
Most existing techniques treat GNNs as black boxes and provide instance-wise explanations by
searching for subgraphs highly correlated with the classification results in a given graph. Thus,
this process is costly because the search space of subgraphs is exponential in the number of edges
in a graph. Second, they cannot guarantee the correctness of explanations for the classification
results. The explanation model separately learns the explanations from the original classification
model and causes a semantic gap between the two models. It means that the explanations may not
reflect the actual reasons why the classification model classifies a given graph into a specific label.
These two limitations are challenging to be addressed as long as we rely on black-box models.

Our Approach. To address the limitations, we propose PL4XGL, a new programming language
approach for inherently explainable graph learning for classification tasks. Figure 1b illustrates the
overview of our approach. Our key idea is two-fold: 1) designing a graph description language

(GDL) to explain the classification results and 2) developing a new GDL-based interpretable

classification model instead of GNN-based models.
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First, we design a graph description language, called GDL, as a declarative programming language
inwhich a program describes a set of nodes, edges, or graphs. A program in GDL consists of node and
edge descriptions and a target symbol. Node descriptions present symbolic nodes using variables
and constraints on the variables, and edge descriptions present symbolic edges using pairs of
variables and their constraints. Then, target symbol describes which components are targeted
by the program. We utilize GDL programs as explanations for the classification results of graph
learning problems (instead of subgraphs).

Then, we develop PL4XGL, a newGDL-based interpretable classificationmodel that provides both
classification results and explanations simultaneously. In our approach, a learned model consists of
a set of candidate GDL programs with their labels and quality scores. In the classification process,
PL4XGL searches for the best program that can describe the given graph data among its constituent
GDL programs; PL4XGL classifies the graph data into the label that corresponds to the selected
program. Simultaneously, the selected program is provided as an explanation for the classification
(i.e., no additional explanation cost). Besides, the provided explanation (i.e., program) is guaranteed
to be correct because PL4XGL made the classification based on the provided explanation.

In our approach, learning a model is formulated as program synthesis [Alur et al. 2018; Gulwani
et al. 2017] problem for candidate GDL programs with their labels and quality scores. To generate
high-quality (e.g., precise and general) GDL programs, we adapt two synthesis algorithms, namely
top-down [Feser et al. 2015; Frankle et al. 2016; Gulwani 2011] and bottom-up [Alur et al. 2017;
Miltner et al. 2022; Udupa et al. 2013] methods, for our graph description language. Our top-down
synthesis algorithm is designed to discover important feature values by exploring programs from
simple to complex. Conversely, the bottom-up algorithm searches programs from complex to simple,
and excels at capturing key graph structures.
We evaluate explainability of PL4XGL compared to the existing state-of-the-art GNN expla-

nation technique SubgraphX [Yuan et al. 2021] in terms of 1) additional cost and 2) correctness
of explanations. We use widely-used datasets [Park et al. 2022; Yuan et al. 2022] consisting of
twelve synthetic and real-world datasets. Compared to GNN with SubgraphX, the classification
& explanation step of PL4XGL is at least 35 times faster. To compare explainability, we utilize
two widely used metrics, namely fidelity and sparsity [Yuan et al. 2022]. These serve as proxy
metrics for measuring the correctness and conciseness of explanations, respectively. The experiment
results show that PL4XGL always provides the optimal score for the fidelity metric (guaranteed
by a theorem), while SubgraphX does not. Also, the experiment results on sparsity demonstrate
that PL4XGL provides concise explanations. Finally, PL4XGL also accurately classifies graph data.
Compared to six representative GNNs, PL4XGL shows competitive accuracy for the graph and node
classification datasets. Especially, PL4XGL shows the best accuracy for three real-world molecular
datasets, which are decision-critical datasets related to drug discovery.

Contributions. Our contributions are summarized as follows:

• We design a graph description language, called GDL, as a declarative programming language
in which a program describes a set of nodes, edges, or graphs.
• We propose PL4XGL, a GDL-based interpretable classification model for explainable graph
learning. We formulate learning our model as a program synthesis problem and present
top-down and bottom-up synthesis algorithms.
• We experimentally demonstrate that PL4XGL is faster and provides more correct explanations
compared to the existing state-of-the-art GNN explanation technique. PL4XGL also shows
competitive classification accuracy compared to popular GNNs. Our implementation and
datasets are publicly available1.

1https://github.com/kupl/PL4XGL
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⟨1.2⟩ ⟨0.2⟩

⟨0.8⟩ ⟨0.4⟩

E1 E2

E3 E4

(a) Featured graph �1

M1 =





(;1, %1, 0.9)
(;2, %2, 0.8)
(;1, %3, 0.0)





(b) GDL-based modelM1

E1 : (;1, %1, 0.9)
E2 : (;2, %2, 0.8)
E3 : (;2, %2, 0.8)
E4 : (;1, %1, 0.9)

(c) Classifications with explanations

node x <[0.0, 0.5]>

node y

edge (x, y)

target node y

(d) GDL program %1

node x

node y <[0.2, 0.7]>

edge (x, y)

target node x

(e) GDL program %2

node x

target node x

(f) GDL program %3

Fig. 2. A running example: a GDL-based modelM1 for node classification.

Scope. The focus of PL4XGL is on classification tasks. For example, regression tasks on graph
data [Feng et al. 2023] are beyond the scope of this paper. Currently, our approach PL4XGL supports
node, edge, and graph classification tasks.

2 INFORMAL OVERVIEW

In this section, we illustrate our approach using a simple node classification example.

Featured Graph. Figure 2a depicts a featured graph�1 consisting of four nodes {E1, E2, E3, E4} and
three edges {(E2, E1), (E2, E4), (E3, E4)}. The gray-colored nodes (E1 and E4) belong to label ;1, while
the white-colored nodes (E2 and E3) belong to label ;2. Each node is associated with a 1-dimensional
feature vector; ⟨1.2⟩, ⟨0.2⟩, ⟨0.8⟩, and ⟨0.4⟩ for E1, E2, E3, and E4, respectively.

How Our Model Works. Figure 2b shows our GDL-based modelM1 for node classification. It
consists of three GDL programs: %1, %2, and %3, described in Figures 2d, 2e, and 2f, respectively. The
modelM1 utilizes programs %1 and %3 to classify nodes into label ;1 and program %2 for label ;2.
The three GDL programs are scored based on their quality, where the scores indicate their precision
in describing the nodes corresponding to the labels in the training data. The detailed definition of
the score is described in Section 4. If a node is described by multiple GDL programs, the model
classifies the node with the best scored program and provides the program as an explanation.
A GDL program describes which graph components (node, edge, or graphs) are classified into

the corresponding label. It consists of variables, describing symbolic nodes with constraints, pairs
of variables, describing symbolic edges, and a target symbol. In addition, we can interpret a GDL
program in a natural language. For example, the GDL program %1 describes:

%1: “All nodes having a predecessor whose feature value is between 0.0 and 0.5”

because 1) the target symbolic node is y, 2) the description of the symbolic edge (x, y) describes
the existence of a predecessor x, and 3) the constraint of the variable x describes the possible feature
values of the predecessor. Similarly, another GDL program %2 describes:

%2: “All nodes having a successor whose feature value is between 0.2 and 0.7”

The GDL program %3 is the most general one, which describes all nodes in the graph.
Our model accurately classifies all the nodes in the example graph and simultaneously provides

correct explanations. Figure 2c shows the classification result with corresponding programs as
explanations of why the model classifies each node into the label. The model classifies the nodes E1
and E4 into the label ;1 as %1 is the best program describing them. Meanwhile, the nodes E2 and E3
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⟨0.2⟩

E1

⟨0.5⟩

E2

⟨0.7⟩

E3

⟨0.8⟩

E4

⟨9⟩

⟨−5⟩
⟨6⟩

⟨−8⟩

(a) A featured graph �2

node x <[ , 0.3]>

node y <[0.5, 1.0]>

node z

edge (x, y)

edge (y, z) <[5, ]>

target node y

(b) A GDL program %4

⟨[−∞, 0.3]⟩

x

⟨[0.5, 1.0]⟩

y

z

⟨[5,∞]⟩

(c) A graphical representation of %4

Fig. 3. A running example of GDL

are classified into the label ;2 because of the program %2. The used programs are simultaneously
provided as explanations. The explanations are guaranteed to be correct because our model actually
classified the nodes with the provided explanations. Existing GNNs, however, do not provide
such correct explanations for their predictions; various GNN explanation techniques have been
developed to explain their predictions. The produced explanations, however, are not guaranteed to
be correct. That is, the provided explanations may not reflect the actual reason for the predictions.

Expressiveness of GDL. Intuitively, a GDL program is a set of subgraphs. For example, the first
GDL program %1 can be seen as a set of subgraphs describing node patterns as follows:

{ ⟨1.2⟩ ⟨0.2⟩ , ⟨0.4⟩ ⟨0.2⟩ , ⟨0.0⟩ ⟨0.0⟩ , ⟨0.0⟩ ⟨0.5⟩ , . . . }.

The first subgraph ⟨1.2⟩ ⟨0.2⟩ describes a node pattern that the node and a predecessor have
the feature values 1.2 and 0.2, respectively. The node E1 in Figure 2a is described by the subgraph.

The second subgraph ⟨0.4⟩ ⟨0.2⟩ , which describes E4 in Figure 2a, illustrates a node pattern
where the node and a predecessor have the feature values 0.4 and 0.2, respectively.

3 GRAPH DESCRIPTION LANGUAGE (GDL)

This section formally defines our graph description language (GDL), which is a declarative program-
ming language for describing target nodes, edges, or graphs themselves in featured graphs.

3.1 Featured Graphs

A featured graph� = (+ , �, F+ , F�) ∈ G is a graph defined with feature vectors for nodes and edges:

• + = {E1, E2, . . . , E=} is a set of = nodes.
• � = {41, 42, . . . , 4<} ⊆ + ×+ is a set of< edges.
• F+ ⊆ R

=×3 is a node feature matrix for 3-dimensional node feature vectors.
• F� ⊆ R

<×2 is an edge feature matrix for 2-dimensional edge feature vectors.

The 8-th row of F+ or F� corresponds to the feature vector of the 8-th node E8 or edge 48 , respectively.
We use f�E and f�

(E,E′ )
to denote the feature vector of a node E ∈ + and an edge (E, E ′) ∈ �, respectively,

in a featured graph � .

Example. Figure 3a depicts a featured graph �2 with 1-dimensional node and edge features:

�2 =

(
+ = { E1, E2, E3, E4}, � = { (E1, E2), (E2, E3), (E2, E4), (E4, E3)},
F+ = ⟨ ⟨0.2⟩, ⟨0.5⟩, ⟨0.7⟩, ⟨0.8⟩⟩, F� = ⟨ ⟨9⟩, ⟨−5⟩, ⟨6⟩, ⟨−8⟩⟩

)

In this example, f�2
E2 = ⟨0.5⟩ denotes the feature vector of the node E2 in the featured graph �2, and

f
�2

(E2,E4 )
= ⟨6⟩ denotes the feature vector of the edge (E2, E4) in the featured graph �2.
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Programs % ::= X target C ∈ P = D
∗ × T

Descriptions X ::= X+ | X� ∈ D = D+ ⊎ D�

Node Descriptions X+ ::= node G <q>? ∈ D+ = X × Φ3

Edge Descriptions X� ::= edge (G,G) <q>? ∈ D� = X × X × Φ2

Target Symbols C ::= node G | edge (G,G) | graph ∈ T = X ⊎ (X × X) ⊎ {n}
Intervals q ::= [=?,=?] ∈ Φ = (R ⊎ {−∞}) × (R ⊎ {∞})
Real Numbers = ::= 0.2 | 0.7 | 6 |-8 . . . ∈ R

Variables G ::= x | y | z | . . . ∈ X

Fig. 4. The syntax of GDL.

⟦<q1, . . . ,q:>⟧ : P(R: ) = { f | f = ⟨51, . . . , 5:⟩ ∧ ∀8 . q8 = [0, 1] ⇒ 0 ≤ 58 ≤ 1}

⟦node G <q>⟧ : P(G × H) = { (�,[) | E = [ (G) ∧ f�E ∈ ⟦<q>⟧}

⟦edge (G,~) <q>⟧ : P(G × H) = { (�,[) | 4 ∈ � ∧ 4 = ([ (G), [ (~)) ∧ f�4 ∈ ⟦<q>⟧}
⟦X1X2 . . . X:⟧ : P(G × H) = { (�,[) | ∀8 . (�,[) ∈ ⟦X8⟧}

⟦X target node G⟧ : P(+ ) = { E | ∃(�,[) ∈ ⟦X⟧. E = [ (G)}

⟦X target edge (G,~)⟧ : P(�) = { 4 | ∃(�,[) ∈ ⟦X⟧. 4 = ([ (G), [ (~))}

⟦X target graph⟧ : P(G) = { � | ∃(�,[) ∈ ⟦X⟧}

Fig. 5. The semantics of GDL where � = (+ , �, F+ , F� ) ∈ G is a given featured graph.

3.2 Syntax of GDL

Figure 4 formally defines the syntax of GDL. We use the notation� to denote a sequence of elements
in �, and the notation �? to denote an optional element in �. A GDL program % ∈ P consists of a

sequence of descriptions X ∈ D and a target symbol C ∈ T. A description X is either a node description
X+ ∈ D+ or an edge description X� ∈ D� . A node description node G <q1, . . . ,q3> introduces a new
variable G ∈ X for a symbolic node whose 3-dimensional feature vector is bounded by the interval
vector <q1, . . . , q3>. An edge description edge (G,~) <q1, . . . ,q2> describes a symbolic edge from
a symbolic node G to a symbolic node ~ whose 2-dimensional feature vector is bounded by the
interval vector <q1, . . . , q2>. If no bound is specified in an interval, the default lower (or upper)
bound is −∞ (or∞). Finally, a target symbol C ∈ T is either 1) a symbolic node node G , 2) a symbolic
edge edge (G,~), or 3) a graph graph itself.

Example. Figure 3b shows a GDL program %4 that describes nodes by target symbol node y in
featured graphs with 1-dimensional node and edge features. The program introduces three symbolic
nodes with variables x, y, and z with the interval vectors ⟨[−∞, 0.3]⟩, ⟨[0.5, 1.0]⟩, and ⟨[−∞,∞]⟩,
respectively. Similarly, it contains two edge descriptions for symbolic edges (x, y) and (y, z), and
the corresponding edge features are interval vectors ⟨[−∞,∞]⟩ and ⟨[5,∞]⟩, respectively. Finally,
the targets of the program are nodes described by the variable y. Figure 3c shows a graphical
representation of the program %4. Each node and edge in the graph represents a node and edge
description in the program, respectively, and the target symbolic node is highlighted in red. For
brevity, we omit the default interval vector ⟨[−∞,∞]⟩ in the graphical representation.

3.3 Semantics of GDL

Now,we define the semantics of GDL.We first define the semantics of interval vectors and node/edge
descriptions using valuations of symbolic nodes. Then, we define the semantics of GDL programs.
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Interval Vectors. For a :-dimensional interval vector <q> = <q1, . . . ,q:> ∈ Φ
: , its semantics

⟦<q>⟧ : P(R: ) is defined as a set of :-dimensional feature vectors where each dimension is
bounded by the corresponding interval.

Descriptions. The semantics ⟦X⟧ : P(G × H) of a description X ∈ D is defined as a set of pairs
of a featured graphs and valuations that satisfy the description X . A valuation [ ∈ H = X→ + is
a mapping from each variable denoting symbolic nodes in GDL program into a distinct concrete
node in the featured graph (i.e., G, G ′ ∈ X.G ≠ G ′ =⇒ [ (G) ≠ [ (G ′)). In other words, a valuation [
assigns a distinct concrete node [ (G) ∈ + to each variable G ∈ X, and represents a subgraph � |[ of
� consisting of the following nodes and edges:

• + |[ = {[ (G) | G ∈ X}, and
• � |[ = {([ (G), [ (~)) | ([ (G), [ (~)) ∈ � ∧ (G,~) ∈ X × X}.

Among possible valuations, the description X allows only a pair (�,[) of a featured graph and a

valuation that satisfies its interval vector. The pair (�,[) satisfies a node description X+ = node G <q>

if and only if the feature vector of the concrete node [ (G) is bounded by the interval vector <q>.

Similarly, it satisfies an edge description X� = edge (G,~) <q> if and only if the feature vector of

the concrete edge ([ (G), [ (~)) exists in � and is bounded by the interval vector <q>. The semantics

⟦X⟧ : P(G × H) of a sequence of node/edge descriptions X ∈ D∗ is defined as a set of pairs of

featured graph and valuation that satisfy all descriptions in X .

GDL Programs. The type of semantics ⟦%⟧ of a GDL program % varies depending on its targets:
1) nodes, 2) edges, and 3) graphs. First, a program defined with a target variable describes a set

of featured graphs with nodes. Its semantics ⟦X target node G⟧ : P(+ ) collects nodes that can be

assigned to the target symbolic node G by any valuation [ satisfying all the descriptions X . Similarly,

⟦X target edge (G,~)⟧ : P(�) collects edges that can be assigned to the target symbolic edge

(G,~) by any valuation [ satisfying all the descriptions X . If the target symbol is graph, the program

semantics ⟦X target graph⟧ : P(G) describes a set of graphs containing at least one subgraph � |[

by a valuation [ satisfying all the descriptions X .

Example. Figure 3a depicts a featured graph �2, and Figure 3b shows a GDL program %4:

%4 = ⟨[−∞, 0.3]⟩

x

⟨[0.5, 1.0]⟩

y z
⟨[5,∞]⟩

.

Now, consider the following valuation [ : X→ + :

[ = { x→ E1, y→ E2, z→ E4 }.

Then, it represents the following subgraph �2 |[ of the featured graph �2:

�2 |[ = ⟨0.2⟩

[ (x) = E1

⟨0.5⟩

[ (y) = E2

⟨0.8⟩

[ (z) = E4
⟨9⟩ ⟨6⟩

and satisfies all the node/edge descriptions X in %4 (i.e., (�2, [) ∈ ⟦X⟧). For example, the valuation [
satisfies the node description node y <[0.5, 1.0]> because the concrete node assigned by [ for y

is E2 and f
�2
E2 = ⟨0.5⟩ is bounded by the interval vector ⟨[0.5, 1.0]⟩. It also satisfies the edge

description edge (y, z) <[5, ]> because the concrete nodes assigned by [ for y and z are E2
and E4, respectively, and f

�2

(E2,E4 )
= ⟨6⟩ is bounded by the interval vector ⟨[5,∞]⟩. Since the target

symbol of the program %4 is a symbolic node node y, the node [ (y) = E2 is in its sementics ⟦%4⟧
(i.e., E2 ∈ ⟦%4⟧). That is, the program %4 describes the node E2 under the valuation [.
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3.4 Generality Order between GDL Programs

We define a partial order (⊑) between GDL programs in terms of the generality of their semantics:

% ⊑ % ′ ⇐⇒ ⟦%⟧ ⊆ ⟦% ′⟧.

Intuitively, % ⊑ % ′ means that % ′ is more general than % because % ′ can describe all the graph % can
describe. In addition, we use the notation % ⊏ % ′ to denote that % ′ is strictly more general than % :

% ⊏ % ′ ⇐⇒ (% ⊑ % ′) ∧ (⟦%⟧ ≠ ⟦% ′⟧) .

Several mutation operations on GDL programs might increase or decrease the generality of GDL

programs. For example, %5 = ⟨[−∞, 0.3]⟩

x

⟨[0.5, 1.0]⟩

y

is a program mutated from %4 in Figure 3b
by removing the variable z and its related descriptions. Then, %5 is strictly more general than %4
(i.e., %4 ⊏ %5). Our program synthesis algorithm (Section 5) utilizes the order to search high-quality
GDL programs.

4 PL4XGL: A GDL-BASED EXPLAINABLE CLASSIFICATION MODEL

Now, we define our GDL-based explainable classification model PL4XGL.

4.1 Classification Tasks on Featured Graphs

A classification task C→ L on featured graphs is defined as a problem of classifying each graph
component 2 ∈ C in featured graph to a label ; ∈ L. We consider three types of classification tasks
on featured graphs with different graph components: 1) nodes, 2) edges, and 3) graphs:

• Node Classification: (G ×+ ) → L
• Edge Classification: (G × �) → L
• Graph Classification: G→ L

A node or edge classification task is defined as a problem of classifying each node E ∈ + or each
edge 4 ∈ � of a given featured graph � ∈ G to a label ; ∈ L, respectively. A graph classification
task is defined as a problem of classifying a given featured graph � ∈ G itself to a label ; ∈ L.

4.2 Explainable Classification Model

A GDL-based explainable classification modelM ∈ M is defined as a set of candidate GDL programs
with their labels and quality scores:

M ∈ M = P(L × P × [0, 1])

where each candidate (;, %,k ) ∈ M consists of:

• a label ; ∈ L as the classification result,
• a GDL program % ∈ P as the explanation of the result, and
• a real numberk ∈ [0, 1] as the quality score of the pair (;, %).

The quality score k reflects the precision of the program % for the classification result ; , and we
will explain how to compute it in Section 5. For a classification task C → L on featured graphs,
the Search : (M × C) → (L × P × [0, 1]) function takes a modelM and returns the best candidate
(;, %,k ) ∈ M that can describe the given graph component 2 ∈ C:

Search(M, 2) = argmax
(;,%,k ) ∈M

{
k if 2 ∈ ⟦%⟧
−1 otherwise

.

In other words, it returns not only the classification result ; but also the selected GDL program % as
its explanation and the quality scorek of the pair of classification and explanation. To handle the
case when there is no possible candidate GDL program describing 2 , we make a modelM contain
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the most general GDL program %⊤
2 with a label ; ′ and the lowest quality score (i.e.,k = 0.0) (i.e.,

(%⊤, ;
′, 0.0) ∈ M). Then, any component 2 can be described by at least one program in the model.

5 LEARNING GDL-BASED MODEL USING PROGRAM SYNTHESIS

Now, we present our learning algorithm. The core idea of our learning algorithm for GDL-based
models is to iteratively synthesize better candidate GDL programs from the training data.

Training Data. A set of training data T ∈ T = P(C × L) is a set of pairs of a graph component
2 ∈ C and a label ; ∈ L. It means that the expected classification result of the graph component 2 is
the label ; . We utilize the notation T(;) = {2 | (2, ;) ∈ T} to denote the set of graph components in
the training data T that are expected to be classified into the label ; .

Quality Score. A quality scorek ∈ [0, 1] is a real number between 0 and 1 that reflects the precision
of a candidate GDL program % for the classification result ; according to the training data T. The
Score : T→ L × P→ [0, 1] function computes the quality scorek :

k = Score(T)(;, %) =
|⟦%⟧ ∩ T(;) |

|⟦%⟧| + n

where a hyperparameter n is a small positive real number and added to avoid the overfitting problem
or handle noisy data. While the quality scorek computed by the Score function basically reflects
the precision for each candidate in the modelM, it becomes higher when the precision is computed
by a larger number of graph components. We chose the hyperparameter n in {0.1, 1.0, 10.0} that
maximized the classification accuracy on the validation set in our evaluation.

Learning Objective. The learning objective of our algorithm is to find a GDL-based modelM that
satisfies the following three properties using program synthesis over the training data T:

(1) Coverage: at least one non-trivial (i.e., not the most general) candidate GDL program % in
the modelM covers each graph component 2 in the training data T:

∀; ∈ L. ∀2 ∈ T(;). ∃(;, %, _) ∈ M . (% ≠ %⊤) ∧ (2 ∈ ⟦%⟧) .

(2) Precision: the modelM maximizes the average quality scorek that reflects the precision of
each pair of a candidate GDL and a label in the modelM:

∑
{k | (;, %,k ) ∈ M}

|M|
.

(3) Generality: the model M consists of as much general candidate programs as possible;
%1 ⊏ %2 means %2 is strictly more general than %1, as defined in Section 3.4:

% ⊏ % ′ ⇐⇒ (% ⊑ % ′) ∧ (⟦%⟧ ≠ ⟦% ′⟧) .
5.1 Algorithm Outline

Algorithm 1 presents our learning algorithm. It takes a set of training data T : P(L × C) as input
and returns learned GDL-based modelM. The Learn procedure at lines 1–7 describes the overall
learning algorithm. First, it initializes the modelM as an empty set (line 2). At lines 3–6, the
procedure synthesizes a GDL program from each (2, ;) ∈ T. After synthesizing a program % for
the graph component 2 and the label ; (line 4), it computes its quality scorek (line 5) and adds the
candidate (;, %,k ) to the modelM (line 6). Finally, if no more training data exists, the procedure
returns the learned modelM (line 7). Note that the iterations at lines 3–6 are independent of each
other; each GDL program can be synthesized in parallel.

2%⊤ = node x target node x for node classification, %⊤ = node x node y edge (x,y) target edge (x, y)

for edge classification, and %⊤ = target graph for graph classification.
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Algorithm 1 Learning algorithm

Require: A set of training data T : P(L × C)
Ensure: A GDL-based modelM ∈ M
1: procedure Learn(T)
2: M ← ∅
3: for each (2, ;) ∈ T do

4: % ← Synthesize(T, 2, ;)
5: k ← Score(T)(;, %)
6: M ←M ∪ {(;, %,k )}
7: returnM

8: procedure Synthesize(T, 2, ;)
9: % ← Initialize(2)
10: updated← true
11: while updated do

12: %1 ← Mutate(%)
13: %2 ← FilterBetter(T, 2, ;) (%, %1)
14: if %2 = ∅ then updated← false

15: else % ← Select(%2)
16: return %

The Synthesize procedure at lines 8–16 presents a generic template for the synthesis algorithm,
and the Initialize : C → P and Mutate : P → P(P) functions are instantiated differently in the
top-down and bottom-up algorithms. It first initializes the candidate GDL program % using the
Initialize function with a given graph component 2 (line 9) and the updated flag as true (line 10). At
lines 11–15, it iteratively updates the candidate GDL program % until no more updates are possible.

The procedure first mutates % into a set of all possible mutated programs %1 using the Mutate

function (line 12). Then, it collects only the better programs %2 in %1 than the current best program
% using the FilterBetter : (T × C × L) → (P × P(P)) → P(P) function (line 13):

FilterBetter(T, 2, ;) (%, %1) = {%
′ ∈ %1 | ( 1 2 ∈ ⟦% ′⟧) ∧ ( 2 (k < k ′) ∨ ( 3 k = k ′ ∧ % ⊏ % ′))}

wherek = Score(T)(;, %) andk ′ = Score(T)(;, % ′). It consider the learning objective of the model:
1) coverage, 2) precision, and 3) generality in order. First, for coverage of the model, the function
first filters out the programs that cannot describe the graph given component 2 to ensure that 2 is
always covered by the model. Second, to maximize the precision of the model, the function only
considers the programs that have better quality scores than the current best program % . Then, it
checks the new program % ′ is strictly more general than the current one % for better generality of
the model. If no programs are better than % in (line 14), the iteration terminates. Otherwise, it picks

any program in %2 using Select : P(P) → P function and updates % (line 15). Finally, the procedure
returns the current best program % (line 16).
The high-level idea of the top-down (or bottom-up) algorithm is to iteratively specialize (or

generalize) descriptions in the program from the most general (or most specific) one. In our
evaluation, we choose a better algorithm that performs better for the validation sets: the top-down
algorithm for the node classification task and the bottom-up algorithm for the graph classification
task. Now, we describe the details of the top-down and bottom-up algorithms.

5.2 Top-Down Algorithm

The top-down algorithm starts from the most general program and iteratively mutates it into a
more specific one to increase the precision of the program while preserving the coverage of the
program. For the top-down algorithm, the Initialize : C→ P function returns themost general GDL
program %⊤ for whatever graph component 2 is given. The Mutate : P→ P(P) function returns
the set of mutated programs:

Mutate(%) = {% ′ | %
↓
{ % ′}

where
↓
{ denotes one-step mutation of the program for the top-down algorithm in Figure 6.

Each one-step mutation %
↓
{ % ′ is an operation that strictly decreases the generality of the

program (i.e., % ′ ⊏ % ) by adding descriptions (AddNode or AddEdge) or specializeing features

(SpecializeNode or SpecializeEdge). The AddNode rule adds a new node description X+ = (G,<q>)
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(G, _) ∉ X X+ = (G,<q>)

(~, _) ∈ X X� = (G,~,<q
′
>) or (~, G,<q

′
>)

(X, C)
↓
{ (X ∪ {X+ , X� }, C)

AddNode

(G, _) ∈ X (G,~, _) ∉ X

(~, _) ∈ X X� = (G,~,<q>)

(X, C)
↓
{ (X ∪ {X� }, C)

AddEdge

X+ = (G,<q>) ∈ X

<q
′
> ∈ SpecializeItv(<q>)

X ′
+
= (G,<q

′
>)

(X, C)
↓
{ (X \ {X+ } ∪ {X

′
+
}, C)

SpecializeNode

X� = (G,~,<q>) ∈ X

<q
′
> ∈ SpecializeItv(<q>)

X ′
�
= (G,~,<q

′
>)

(X, C)
↓
{ (X \ {X� } ∪ {X

′
�
}, C)

SpecializeEdge

Fig. 6. One-step mutation rules (
↓
{) for top-down algorithm.

and an edge description X� from the node G to a existing node ~ or vice versa into the program % .

The AddEdge rule adds a new edge description X� = (G,~,<q>) between existing variables G and ~
into the program % . The SpecializeNode (or SpecializeEdge) rule specialize the interval vector of the
existing symbolic node G (or symbolic edge (G,~)) in the program % by using SpecializeItv.
The implementation of SpecializeItv (i.e., specializing the intervals) is a design choice. Our

SpecializeItv cuts an interval with the median value in the interval. Due to the space limit, we present
our implementation of SpecializeItv in Section A of our supplementary material. The mutation
function (i.e.,Mutate) is also a design choice. For instance, the following mutation functionMutate2

can be used which enumerates a larger number of mutated programs:

Mutate2 (%) = Mutate(%) ∪
⋃

% ′∈Mutate(% )

Mutate(% ′).

Similarly, we can define Mutate: , where : determines the enumeration depth, as follows:

Mutate: (%) = Mutate:−1 (%) ∪
⋃

% ′∈Mutate:−1 (% )

Mutate(% ′).

Using Mutate: (: > 1) instead of Mutate may find better-scored GDL programs, but this exponen-
tially increases the training cost. In our evaluation, we used Mutate3 for the two small synthetic
datasets, while we used Mutate for the other real-world datasets. The impact of the depth : is
discussed at the end of Section 6.3.

Example. Recall the following example featured graph �1 in Figure 2a

�1 = ⟨1.2⟩ ⟨0.2⟩ ⟨0.4⟩ ⟨0.8⟩

E1 E2 E3E4

where the gray and white nodes belong to label ;1 and ;2, respectively. Suppose the current target
training component of the Synthesize procedure is the node E1, and the hyperparameter n is 1.
We ignore edge features in the graph and edge descriptions in GDL programs for brevity. The
top-down algorithm explores program space P from the most general one to a more specific one.

(1) The algorithm first generates the most general program for node classification:

⟨[−∞,∞]⟩

x

.

Then, it describes all nodes {E1, E2, E3, E4}, and its quality scorek is | {E1,E4 } |
| {E1,E2,E3,E4 } |+1

=
2
5
.

(2) Using one-step mutation rules in Figure 6, the following mutated programs are generated:

⟨[−∞,∞]⟩

x

⟨[−∞,∞]⟩

y

, ⟨[−∞,∞]⟩

x

⟨[−∞,∞]⟩

y

, ⟨[0.8,∞]⟩

x

, ⟨[−∞, 0.4]⟩

x

.

The first two programs are generated by the AddNode rule, and the last two are generated by
the SpecializeNode rule. The last two programs specified the interval with 0.4 and 0.8, which
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X+ = (G, _) ∈ X

�G = {X� ∈ X | X� = (G, _, _) ∨ X� = (_, G, _)}

(X, C)
↑
{ (X \ {X+ } \ �G , C)

RemoveNode
X� ∈ X

(X, C)
↑
{ (X \ {X� }, C)

RemoveEdge

X+ = (G,<q>) ∈ X

<q
′
> ∈ GeneralizeItv(<q>)

X ′
+
= (G,<q

′
>)

(X, C)
↑
{ (X \ {X+ } ∪ {X

′
+
}, C)

GeneralizeNode

X� = (G,~,<q>) ∈ X

<q
′
> ∈ GeneralizeItv(<q>)

X ′
�
= (G,~,<q

′
>)

(X, C)
↑
{ (X \ {X� } ∪ {X

′
�
}, C)

GeneralizeEdge

Fig. 7. One-step mutation rules (
↑
{) for bo�om-up algorithm.

are median feature values of the training nodes. Among them, the first program is selected

with the scorek =
| {E1,E4 } |
| {E1,E4 } |+1

=
2
3
, which precisely includes the nodes belong to ;1.

(3) Now, since no more better program exists as the result of the mutation, the algorithm
terminates and returns the program:

⟨[−∞,∞]⟩

x

⟨[−∞,∞]⟩

y

.

5.3 Bo�om-Up Algorithm

The bottom-up algorithm works oppositely; it starts from the most specific program and iteratively
mutates it into a more general one while preserving the precision of the program. For the bottom-up
algorithm, the Initialize : C→ P function returns the most specific GDL program % that describes
the given graph component 2 , satisfying ∀% ′ ⊏ % .2 ∉ ⟦% ′⟧. The implementation of Initialize is
decribed in Section A of our supplementary material. The Mutate : P→ P(P) function returns the
set of mutated programs:

Mutate(%) = {% ′ | %
↑
{ % ′}

where
↑
{ denotes one-step mutation of the program for the bottom-up algorithm in Figure 7, and

it strictly increases the generality of the program % . We skip the detailed description of the
↑
{ rules

because they are similar to the
↓
{ rules in Figure 6 but with opposite semantics. How to generalize

interval vectors for program mutation (i.e., GeneralizeItv) is also a design choice. We generalize an
interval by replacing a lower bound or an upper bound with −∞ or∞, respectively. The detailed
implementation of our GeneralizeItv is described in Section A of our supplementary material.

Example. Consider the example in Section 5.2 again but now with the bottom-up algorithm.

(1) The algorithm first generates the most specific program for the node E1 in �1:

⟨[1.2, 1.2]⟩

a

⟨[0.2, 0.2]⟩

b

⟨[0.4, 0.4]⟩

c

⟨[0.8, 0.8]⟩

d

.

Then, it can describe only E1, and its quality score isk =
| {E1 } |
| {E1 } |+1

=
1
2
.

(2) The algorithm can mutate the program into a more general one by applying the RemoveNode
rule to remove the variable d:

⟨[1.2, 1.2]⟩

a

⟨[0.2, 0.2]⟩

b

⟨[0.4, 0.4]⟩

c

.

While its quality scorek is still 1
2
, the mutated program is strictly more general (⊏) than the

previous one. Therefore, it is selected as the next program to be mutated.
(3) After five more mutations using the RemoveNode and GeneralizeNode rules, it generates:

⟨[−∞,∞]⟩

a

⟨[−∞,∞]⟩

b

.
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where its quality score isk =
| {E1,E4 } |
| {E1,E4 } |+1

=
2
3
.

(4) Now, since no more better program exists as the result of the mutation, the algorithm
terminates and returns the above program as the synthesized candidate program.

In our evaluation, the top-down algorithm shows strength in discovering important feature
values, while the bottom-up algorithm excels at capturing key graph structures. The detailed
observations are discussed in Section E of our supplementary material.

Discussion. Our synthesis algorithms may fail to find optimal GDL programs maximizing the score
k . This is because the two synthesis algorithms perform a greedy search; they may end up with a
local optimum. We would like to note that designing a sound (i.e., synthesize optimal programs)
or complete (i.e., synthesized programs are optimal) algorithm for the GDL synthesis problem is
challenging because it is difficult to check whether a given GDL program is the globaly best-scored
one or not in the search space.

6 EVALUATION

We implement PL4XGL in Python and evaluate our model compared to the state-of-the-art GNN
explanation technique, SubgraphX [Yuan et al. 2021], to answer the following research questions:

• RQ1 (Explanation Cost): How much faster is PL4XGL compared to SubgraphX in produc-
ing explanations for classification results?
• RQ2 (Correctness of Explanations): Does PL4XGL guarantee to produce correct explana-
tions for classification results while SubgraphX does not?
• RQ3 (Classification Accuracy): How accurately does PL4XGL classify graph components
compared to GNN-based models while providing explanations?

We evaluate PL4XGL on graph and node classification tasks, which are two main applications of
graph neural networks [Wu et al. 2021].

Datasets for Graph Classification. For graph classification, we use four real-world molecular
datasets [Debnath et al. 1991; Wu et al. 2018]:MUTAG, BBBP, BACE, and HIV. These molecular
datasets have been widely used for evaluating graph-classification models [Li et al. 2022; Xu et al.
2019; Ying et al. 2019] as well as for evaluating GNN explanation techniques [Luo et al. 2020; Ying
et al. 2019; Yuan et al. 2022, 2021]. A node and an edge in the molecular datasets represent an atom
and a bond of a molecule, respectively. In theMUTAG dataset, the node and edge features present the
types of atoms (i.e., carbon, nitrogen, oxygen, fluorine, iodine, chlorine, and bromine) and bonds (i.e.,
aromatic, single, double, and triple), and the graph labels indicate mutagenicity (mutagenic effects)
on Salmonella typhimurium. In the BBBP, BACE, and HIV datasets, the node features describe
chemical and topological properties such as atomic numbers and degrees. Edge features present
chemical properties such as bond types. The labels in the BBBP dataset indicate the blood-brain
barrier permeability, where predicting the penetration is a long standing problem in development of
drugs targeting central nervous system [Morofuji and Nakagawa 2020]. The labels in BACE present
qualitative (binary label) binding results for a set of inhibitors of human beta-secretase 1 (BACE-1).
The labels in the HIV dataset indicate the ability to inhibit HIV replication.

Datasets for Node Classification. For node classification, we use eight datasets in three different
domains: 1) two for synthetic datasets [Yuan et al. 2022], 2) three forweb page datasets [Pei et al. 2020],
and three for citation network datasets [Wu et al. 2021]. The two synthetic datasets BA-Shapes and
Tree-Cycles also have been widely used for evaluating and comparing various GNN explanation
methods [Luo et al. 2020; Ying et al. 2019; Yuan et al. 2022, 2021]. (1) The BA-Shapes dataset is
constructed with a base Barabási-Albert (BA) graph on 300 nodes, and 80 house-structured motifs.
Each house-structured motif consists of five nodes and is attached to a node randomly selected from
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Table 1. Statistics of the datasets

Graph classification Node classification

Molecular datasets Synthetic datasets Web page datasets Citation networks
MUTAG BBBP BACE HIV BA-Shapes Tree-Cycles Wisconsin Texas Cornell Cora Citeseer Pubmed

# Graphs 188 2,039 1,513 41,127 1 1 1 1 1 1 1 1
# Nodes (avg) 17.9 24.0 34.0 25.5 700 871 183 183 251 2,708 3,327 19,717
# Edges (avg) 19.7 25.9 36.8 27.5 2,055 971 450 279 277 5,278 4,552 44,324
# Labels 2 2 2 2 4 2 5 5 5 7 6 3
# Node features 1 9 9 9 1 1 1,703 1,703 1,703 1,433 3,703 500
# Edge features 1 3 3 3 0 0 0 0 0 0 0 0

3

11

220

0

0

00

00

00

(a) BA-Shapes

1

1

1

1

1

10

0

0

0 00 0

(b) Tree-Cycles

Fig. 8. Simplified examples of synthetic datasets. Numbers in nodes represent the labels nodes belong to.

the base BA graph. Additionally, 70 random edges are added to the resulting graph for perturbation.
There are four different node labels based on their structural roles. Nodes that do not belong to
house-structured motifs are assigned label 0, and each house motif consists of a top node (label 3),
two middle nodes (label 1), and two bottom nodes (label 2). A middle node in a motif is connected
to the base BA graph. Figure 8a shows an example of a house-structured motif attached to a base
graph and describes how nodes are labeled differently. (2) The Tree-Cycles dataset consists of a
base 8-level balanced binary tree (label 0) and 80 six-node cycle motifs (label 1). Each cycle motif
is randomly attached to the base binary tree, and 87 edges are randomly added to the resulting
graph. In both BA-Shapes and Tree-Cycles, we used degrees (i.e., # of edges of a node) as a node
feature. In the web page datasets (Wisconsin, Texas, and Cornell), nodes and edges represent
web pages and hyperlinks, respectively, and the labels represent the categories (i.e., student, project,
course, staff, and faculty). In the citation networks (Cora, Citeseer, and Pubmed), nodes and edges
represent documents and citation links, respectively, and the labels represent document classes. In
these six datasets, nodes are associated with bag-of-words feature vectors.

Baseline GNN-based Models for SubgraphX. For a fair comparison with SubgraphX, we use
the original experimental setting of SubgraphX as much as possible. The baseline GNN-based
models for SubgraphX are GIN [Xu et al. 2019] and GCN [Kipf and Welling 2017] because they
are used for evaluation in the original paper of SubgraphX and also the most popular models
on which other recent GNN explanation techniques have been evaluated [Luo et al. 2020; Ying
et al. 2019; Yuan et al. 2021]. For graph classification tasks, we use GCN for BBBP and GIN for
MUTAG, BACE, and HIV as the baseline GNN-based model. For node classification tasks, we use
GCN as the baseline GNN-based model for all five datasets. We split the datasets into 8:1:1 for
training, validation, and testing sets, respectively. For the two molecular datasets MUTAG and
BBBP, we utilize the data split used in Yuan et al. [2021]. We applied a random split to the other
remaining datasets. In our evaluation, PL4XGL used an AMD Ryzen Threadripper 3990X with 64
cores. The GNNs and SubgraphX used an NVIDIA RTX A6000 GPU for training and producing
the explanations.

6.1 RQ1. Explanation Cost

We first compare the explanation cost of PL4XGL and SubgraphX [Yuan et al. 2021]. We used
the artifact of Liu et al. [2021] that provides the implementation of SubgraphX. For a thorough
comparison, we also compare the training and classification costs.
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Table 2. Cost comparison between PL4XGL and the baseline GNN with SubgraphX in minutes. The rows
“Training” show the cost of training the model, “Classification” show the cost of classifying the test sets, and
“Explanation” show the cost of producing explanations for the test sets. The rows “Total” show the sum of
the three costs. The bold numbers indicate the be�er (i.e., lower) ones. ‘timeout’ indicates that the method
failed to finish its task within the time budget (2 days for training, 1 day for classification, and 4 days for
explanation).

Dataset Cost (minutes)
GNN+

SubgraphX
PL4XGL Dataset Cost (minutes)

GNN+

SubgraphX
PL4XGL

MUTAG

Training 0.2 12.3

Wisconsin

Training 0.4 8.0

Classification 0.1 0.1 Classification 0.1 0.1

Explanation 8.4 0.0 Explanation 69.3 0.0

Total 8.7 12.4 Total 69.5 8.1

BBBP

Training 1.0 34.3

Texas

Training 0.4 5.0

Classification 0.1 0.7 Classification 0.1 0.1

Explanation 160.0 0.0 Explanation 52.1 0.0

Total 161.1 35.0 Total 52.3 5.1

BACE

Training 1.0 60.6

Cornell

Training 0.3 5.0

Classification 0.1 4.0 Classification 0.1 0.1

Explanation 141.1 0.0 Explanation 95.8 0.0

Total 142.2 69.9 Total 96.0 5.1

HIV

Training 12.2 timeout

Cora

Training 0.4 61.6

Classification 0.1 N/A Classification 0.1 0.9

Explanation 2887.8 N/A Explanation timeout 0.0

Total 2900.1 timeout Total timeout 62.5

BA-Shapes

Training 0.1 0.2

Citeseer

Training 0.4 245.2

Classification 0.1 0.1 Classification 0.1 2.0

Explanation 4756.0 0.0 Explanation timeout 0.0

Total 4756.2 0.2 Total timeout 247.2

Tree-Cycles

Training 0.1 0.2

Pubmed

Training 0.6 2702.9

Classification 0.1 0.1 Classification 0.1 17.0

Explanation 3.4 0.0 Explanation timeout 0.0

Total 3.6 0.2 Total timeout 2719.9

Table 2 shows the cost comparison in minutes. The columns “GNN+SubgraphX” and “PL4XGL”
represent the cost of the baseline and PL4XGL, respectively. The rows “Training”, “Classification”,
and “Explanation” present the respective costs for training the model, classifying the test sets, and
generating explanations for the test sets. The rows “Total” sum the three costs. The bold numbers
indicate the better (i.e., lower) ones. The term “timeout” means the method failed to finish its task
within the time budget. The time budget was 2 days for training, 1 day for classification, and 4 days
for generating explanations.
As PL4XGL is designed to produce explanations for predictions simultaneously, its explana-

tion cost is always 0. By contrast, the explanation cost of SubgraphX was significant. For the
BA-Shapes dataset, SubgraphX took about 3 days to produce explanations for the test set. Sub-
graphX took this amount of time because it explored a huge number of candidate subgraphs. For
example, to explain a single node belonging to the Barabási-Albert graph (label 0), SubgraphX had
to explore 2355 candidate subgraphs. Note that SubgraphX failed to produce explanations for the
three citation network datasets because of its expensive explanation cost. In terms of classification
and explanation costs (i.e.,“Classification” + “Explanation”), PL4XGL was at least 35 times faster.

The classification and training costs, however, show a trade-off of PL4XGL. In the largest dataset
HIV, for example, PL4XGL failed to finish its learning within the time budget (i.e., 2 days), whereas
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the baseline finished its learning within 12.2 minutes. In the Pubmed dataset, the classification task
took 17.0 minutes in PL4XGL, while the classification cost of the baseline was negligible. However,
we would like to note that except for the MUTAG and HIV datasets, PL4XGL outperforms the
baseline in terms of the “Total” cost.

6.2 RQ2. Correctness of Explanations

Now, we compare the correctness (i.e., whether the provided explanations reflect the actual reasons
for the classifications) of those explanations produced by PL4XGL and SubgraphX with widely
used metrics. For evaluating the quality of GNN explanation techniques, various metrics have
been proposed [Kakkad et al. 2023; Yuan et al. 2022]. Unfortunately, however, there is no metric
that can directly measure the correctness of the explanations because the actual reasons for the
classifications are unavailable in black-box models (GNNs). Instead, Fidelity, which can be seen as a
proxy metric for measureing the correctness, has been widely used [Lucic et al. 2022].

Fidelity is designed for quantifying the faithfulness of subgraph explanations to the underlying
model, and variations of Fidelity exist [Yuan et al. 2022]. In our evaluation, we employ Fidelity−acc ,
which is applicable to both PL4XGL and SubgraphX. The insight behind the metric Fidelity−acc is
that if a provided explanation subgraph is the actual reason for a prediction on an original graph,
then the model ought to classify the subgraph into the same label. Fidelity−acc assesses whether
the model’s predictions for the subgraphs are identical to the original ones as follows:

Fidelity−acc =
1

#

#∑

8=1

(1(~̂8 = ~8 ) − 1(~̂
<8

8 = ~8 )) (lower is better).

# is the number of explained classifications, ~8 represents an original classification result (for the
8th component in the test set), ~̂8 is the classification result for the original graph.<8 presents the
nodes in the explanation subgraph, and ~̂<8

8 presents the classification result for the subgraph. The
indicator function 1(0 = 1) equals 1 if 0 and 1 are the same, and 0 otherwise. Then, the equation
1(~̂8 = ~8 ) − 1(~̂<8

8 = ~8 ) equals 0 if the model produces the same label for the given subgraph,
and 1 otherwise. In Fidelity−acc , a lower score indicates the greater faithfulness. For simplicity, we
denote Fidelity−acc as Fidelity.
Sparsity is typically evaluated in conjunction with Fidelity. Evaluating Fidelity alone is insufficient

for comparing explanations, as using the original graphs as subgraph explanations would result in
an optimal Fidelity score of 0. The key insight behind Sparsity is that effective explanations should
be sparse and simple; smaller subgraphs are considered better. The formal definition of Sparsity is:

Sparsity =
1

#

#∑

8=1

(1 −
|<8 |

|"8 |
) (higher is better)

where |<8 | and |"8 |
3 denote the number of nodes in the explanation subgraph and the original

graph, respectively. In Sparsity, the higher is the better, implying greater simplicity.
As the two metrics above are designed to compare subgraph explanations, we translated the

GDL program explanations of PL4XGL into subgraph explanations. Figure 9 shows how a GDL
program is translated into a subgraph. The column “Original graph” presents a graph � in the
MUTAG dataset classified by PL4XGL. The column “GDL program” denotes the provided explanation

program % = X target graph for the classification. The column “Transformed subgraph” presents

a transformed subgraph � ′ ∈ {� |[ | (�,[) ∈ ⟦X⟧}. In the explanation, the black colored edges

3In node classification datasets where the size of the original graph is large (e.g., #nodes is 700 in a graph), we define"8 as

the number of nodes within two (Wisconsin, Texas, and Cornell) or three hops (BA-Shapes and Tree-Cycles) from the

target explained node. This adjustment is for more meaningful comparison of explanation sparsity [Yuan et al. 2021].
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Original graph � GDL program % Transformed subgraph � ′

⟨[−∞,∞]⟩

⟨[−∞,∞]⟩

⟨[−∞,∞]⟩

⟨[−∞,∞]⟩ ⟨[1,∞]⟩

⟨[2,∞]⟩

⟨[1, 1]⟩

Fig. 9. How we translate a GDL program into a subgraph explanation.
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Fig. 10. Comparison of Fidelity and Sparsity between PL4XGL and SubgraphX. The size of the subgraph
explanations is parameterized in SubgraphX; the blue lines show how Fidelity and Sparsity changes over the
chosen hyperparameter values (i.e., size of the explanations). In PL4XGL, the size of explanation is determined
by the model. The squares (□) present Fidelity and Sparsity of PL4XGL’s explanations.

represent edge descriptions with the most general constraint ⟨[−∞,∞]⟩; they describe all the types
of bonds. The column “Transformed subgraph” presents a subgraph (bold edges) described by

the GDL program % . For example, the node descriptions ⟨[−∞,∞]⟩ , ⟨[1, 1]⟩ , ⟨[2,∞]⟩ , ⟨[1,∞]⟩ are
valuated as carbon (C), nitrogen (N), chlorine (cl), and oxygen (O). For a given graph � , multiple

subgraphs of it can be described by a GDL program % (i.e., |{� |[ | (�,[) ∈ ⟦X⟧}| > 1). However, all

the subgraphs in {� |[ | (�,[) ∈ ⟦X⟧} have the same Sparsity score because the subgraphs have the
same number of nodes. Also, they are guaranteed to achieve the same Fidelity score (Theorem 6.1).
Figure 10 compares Fidelity and Sparsity of PL4XGL and SubgraphX for the nine datasets.

Fidelity and Sparsity of SubgraphX are not available for the citation networks as it failed to produce
explanations. Similarly, these metrics of PL4XGL are not available for the HIV dataset. In the plots,
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Table 3. Fidelity and Sparsity score of PL4XGL for the citation networks. As SubgraphX failed to produce
explanations within the time budget (i.e., four days), the values are unavailable (N/A).

Fidelity Sparsity

Cora Citeseer Pubmed Cora Citeseer Pubmed

PL4XGL 0.0 0.0 0.0 0.82 0.66 0.92

SubgraphX N/A N/A N/A N/A N/A N/A

Table 4. Explanations produced by PL4XGL and SubgraphX for the synthetic datasets.

BA-Shapes Tree-Cycles

P
L
4
X
G
L

Label 0 Label 1 Label 2 Label 3 Label 0 Label 1

S
u
b
g
r
a
p
h
X

⟨[12,∞]⟩

⟨[−∞,∞]⟩

⟨[12,∞]⟩

⟨[4,∞]⟩

⟨[3, 4]⟩

⟨[2, 2]⟩

⟨[2, 2]⟩

⟨[2, 2]⟩

⟨[4,∞]⟩

⟨[2, 2]⟩

⟨[3, 4]⟩

⟨[3, 5]⟩

⟨[3, 3]⟩

⟨[3, 3]⟩

⟨[−∞,∞]⟩

⟨[−∞, 2]⟩

⟨[−∞, 2]⟩

the Y-axis represents Fidelity, with lower values indicating better, more faithful explanations. The
X-axis denotes Sparsity, where higher values correspond to simpler (and thus better) explanations.
In the plots, the squares and blue lines represent the performance of PL4XGL and SubgraphX,
respectively. When explaining a prediction, SubgraphX provides a subgraph that can include at
most : nodes where the value of : is a hyperparameter given by users. In our experiments, we
used : values ranging from 5 to 40 for graph classification and from 1 to 30 for node classification.
Unlike SubgraphX, the Fidelity and Sparsity values of PL4XGL are fixed as the model itself chooses
the size of the explanations.

Figure 10 demonstrates that PL4XGL provides significantly more faithful yet sparse explanations
compared to SubgraphX. PL4XGL outperforms SubgraphX in terms of Fidelity for all datasets,
achieving the optimal score of 0. We would like to note that Fidelity of PL4XGL is guaranteed to be
0 for any dataset. In graph classifications, for example, the following theorem holds.4

Theorem 6.1. If PL4XGL classifies a graph � into a label 8 and provides a GDL program % as an
explanation, PL4XGL classifies all the subgraphs transformed from % into the same label 8 .

The explanations of PL4XGL are also sparse. The transformed subgraphs consist of about only
21% of the nodes in the original graphs. PL4XGL also provided simple (high Sparsity score) and
model-faithful (low Fidelity score) explanations for the citation networks as described in Table 3. The
explanations of PL4XGL are also general that can be applicable to a more number of predictions
compared to SubgraphX. Due to the space limit, the detailed results are presented and discussed
in Section D of our supplementary material.

Qualitative Comparison on the Synthetic Datasets. In the synthetic datsets, where the labels
have certain properties, the quality of the explanations can therefore be measured by checking
whether the properties are identified or not. The rows “PL4XGL” and “SubgraphX” in Table 4 present
the explanations provided by PL4XGL and SubgraphX. Each column presents the explanation for
a label in the datasets.

4See Section B of our supplementary material for the proof and the corresponding theorem for node classification.
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Table 5. Classification accuracy (%) comparison of PL4XGL against representative GNNs.

GCN GAT ChebyNet JKNet GraphSage GIN DGCN PL4XGL

MUTAG 80.0±0.0 89.0±2.2 86.0±4.1 68.0±7.5 78.0±4.4 91.0±5.4 N/A 100.0±0.0
BBBP 83.6±1.4 82.3±1.6 84.6±1.0 85.6±1.9 86.6±0.9 86.2±1.4 N/A 86.8±0.0
BACE 78.4±2.8 52.4±3.3 78.9±1.4 79.9±1.9 79.8±0.8 80.9±0.4 N/A 80.9±0.0
HIV 96.4±0.0 96.4±0.0 96.8±0.2 96.8±0.1 96.9±0.2 96.8±0.1 N/A N/A

BA-Shapes 95.1±0.6 76.8±2.3 97.1±0.0 94.3±0.0 97.1±0.0 92.0±1.1 95.1±0.7 95.7±0.0
Tree-Cycles 97.7±0.0 90.9±0.0 100.0±0.0 98.9±0.0 100.0±0.0 93.2±0.0 99.2±0.5 100.0±0.0

Wisconsin 64.0±0.0 49.6±3.1 86.4±3.9 64.8±1.5 92.8±2.9 56.0±0.0 96.0±0.0 88.0±0.0
Texas 67.7±5.3 50.0±0.0 87.7±2.1 68.8±4.3 86.6±2.6 50.0±0.0 86.6±2.6 83.3±0.0

Cornell 58.9±2.6 61.1±0.0 81.0±6.5 61.1±0.0 87.7±2.1 61.1±0.0 86.6±2.6 88.8±0.0

Cora 85.6±0.3 86.4±1.8 86.5±5.2 84.9±3.5 86.3±3.2 86.7±0.0 83.2±5.9 80.0± 0.0

Citeseer 75.2±0.0 74.3±0.7 79.1±0.9 73.7±4.2 75.9±2.3 75.2±0.0 71.3±6.0 63.8± 0.0

Pubmed 82.8±1.1 84.7±1.2 88.7±1.0 83.2±0.4 88.0±0.4 86.1±0.6 85.1±0.6 81.4±0.0

The GDL programs in Table 4 describe the properties of the synthetic datasets. For example,
⟨[12,∞]⟩ ⟨[−∞,∞]⟩ ⟨[12,∞]⟩ presents a property of a Barabási-Albert (BA) graph (i.e., label 0 in
BA-Shapes), which is often used to model several human-made networks (e.g., world wide web),
a majority of nodes (e.g., web pages) are connected with other nodes that have a large number
of edges. The program precisely and robustly desribed nodes in the Barabási-Albert graphs. In
the BA-Shapes dataset, 97% of the nodes in label 0 are described by the program, and 99% of

the nodes belong to the program have the label 0. ⟨[2, 2]⟩ ⟨[2, 2]⟩ describes a property of a
bottom node (label 2) in house motifs that has two edges and is connected to another bottom node.
⟨[4,∞]⟩ ⟨[3, 4]⟩ ⟨[2, 2]⟩ explains that the middle nodes (label 1) have three or four edges and can be

connected to any type of nodes (e.g., top, middle, bottom, and BA nodes), where ⟨[2, 2]⟩ describes

a top or bottom node, and ⟨[4,∞]⟩ a middle node or a node in the BA graph (that has at least four
edges). ⟨[4,∞]⟩ ⟨[2, 2]⟩ ⟨[3, 4]⟩ captures that top nodes (label 3) have two edges and are connected

with two middle nodes who have three or four edges. ⟨[3, 4]⟩ and ⟨[4,∞]⟩ capture the middle nodes
that have three and four nodes, respectively. In the Tree-Cycles dataset, ⟨[3, 5]⟩ ⟨[3, 3]⟩ ⟨[3, 3]⟩

describes a property of internal nodes in a binary tree (label 0). ⟨[−∞,∞]⟩ ⟨[−∞, 2]⟩ ⟨[−∞, 2]⟩ describes
a property of the nodes in Cycle motifs (label 1) that have an adjacent node that has two edges, and
the adjacent node also has another adjacent node that has two edges.

The subgraph explanations of SubgraphX capture the key subgraphs (i.e., motifs) for the labels.
The subgraphs (bold edges) in Table 4 explain why the red-colored nodes are classified into the
corresponding labels. For example in Label 1 of the Tree-Cycles dataset, the explanation illustrates
that the node is classified into Label 1 because the node is in a cycle motif.

6.3 RQ3. Classification Accuracy

Now, we compare the classification accuracy of PL4XGL against representative GNNs.

Baseline GNNs.We evaluate the classification accuracy of PL4XGL in comparison with seven graph
neural networks: GCN [Kipf and Welling 2017], GAT [Veličković et al. 2018], ChebyNet [Defferrard
et al. 2016], JKNet [Xu et al. 2018], GraphSage [Hamilton et al. 2017], GIN [Xu et al. 2019], and
DGCN [Park et al. 2022]. GCN, GAT, GIN are provided by the artifact of SubgraphX [Yuan et al.
2021], and we additionally implemented ChebyNet, JKNet, and GraphSage. We chose these GNNs
(except for the last) from a recent survey [Wu et al. 2021], which introduces representative GNN
models. For comparison with more recent GNNs, we include DGCN [Park et al. 2022], which
addressed limitations of GNNs in classifying heterophilic graphs such as the graphs in the web page
datasets. Details of training GNNs are described in Section C of our supplementary material.
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Table 6. How the learning cost and accuracy change with respect to the value of : in Mutate: .

Mutate Mutate2 Mutate3 Mutate4 Mutate5 Mutate6 Mutate7 Mutate8

BA-Shapes
Training cost (s) 1 2 8 19 39 100 392 1845

Accuracy 90 95.7 95.7 94.2 95.7 95.7 95.7 95.7

Tree-Cycles
Training cost (s) 1 3 5 10 20 63 108 1492

Accuracy 70.4 100 100 100 98.8 98.8 98.8 98.8

Classification Accuracy. Table 5 compares the classification accuracy, which reports the mean
accuracy over five runs along with the corresponding 95% confidence intervals. Since learning GNNs
is affected by random seeds, the five runs may show different performance. PL4XGL, however, does
not use such random seeds; the five runs produced the same accuracy. The results demonstrate
that PL4XGL achieves competitive accuracy in comparison to the baseline GNN models. The
classification accuracy of DGCN is not available for the graph classification datasets as DGCN is
designed for node classification tasks [Park et al. 2022]. For the five datasetsMUTAG, BBBP, BACE,
Tree-Cycles, and Cornell, PL4XGL shows the best accuracy. In the three datasets BA-Shapes,
Wisconsin, and Texas, PL4XGL shows the third or fourth-best accuracy. In the three citation
network datasets, PL4XGL achieved the worst accuracy, and it shows a limitation of our approach
discussed in Section 7. We would like to note that PL4XGL shows the best accuracy for the three
molecular datasets, which are decision-critical datasets related to the development of safe drugs.

Qualitative Analysis. PL4XGL achieved the high accuracy for the five datasetsMUTAG, BBBP,
BACE, Tree-Cycles, and Cornell thanks to the learned high-quality GDL programs. For instance,
the following GDL program contributed significantly to the high accuracy in the MUTAG dataset:

⟨[−∞,∞]⟩ ⟨[0, 0]⟩ ⟨[−∞,∞]⟩

⟨[−∞,∞]⟩

⟨[−∞,∞]⟩ ⟨[−∞,∞]⟩ ⟨[−∞,∞]⟩ ⟨[−∞,∞]⟩ ⟨[−∞,∞]⟩

In the GDL program, the black colored edges and nodes with the constraint ⟨[−∞,∞]⟩ denote
any type of bonds (e.g., aromatic, single, double, triple) and atoms (e.g., carbon, nitrogen, oxygen,
fluorine, iodine, chlorine, bromine), respectively. The green colored edges and the nodes with the
constraint ⟨[0, 0]⟩ represent aromatic bonds and carbons, respectively. In the classification task,
the above GDL program classified 45% of the test graphs, all of which were correctly classified.
We guess the above GDL program captures a key pattern of the mutagenic effects on Salmonella
typhimurium. In the MUTAG dataset, the above GDL program describes only the mutagenetic
molecules (i.e., precision = 100%), and 77% of the mutegenic molecules are described by the above
GDL program (i.e., recall = 77%).

Impact of the enumeration depth. Table 6 shows how the value of : inMutate: (fromAlgorithm 1)
affected the training cost and accuracy on the two synthetic datasets. In Table 6, the rows “Training
cost (s)” present the training cost in seconds, and the rows “Accuracy” present the classification
accuracy for the test sets. The results show that using the smallest : (i.e., : = 1) was insufficient
for achieving high accuracy in the two synthetic datasets. This was because the search algorithm
failed to discover high-quality GDL programs with the smallest search depth. We would like to
note that we used : = 1 for the ten real-world datasets because using a larger : (e.g., : = 2) failed
its learning within the time budget. However, the results also indicate that using an excessively
large : (e.g., : = 8) may lower the accuracy. In the Tree-Cycles dataset, the accuracy decreased
from 100% to 98.8% when : increased from 2 to 8. This was because the algorithm synthesized an
overfitted GDL programs when it used the large search depth.
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7 DISCUSSION

This section discusses limitations of PL4XGL and future work. In addition, we compare the expres-
siveness of GDL against subgraphs as a graph pattern description language.

7.1 Limitations and Future Work

PL4XGL has inherent strength in explainability, but it currently has many limitations and much
room for improvement.

Limited Expressiveness of GDL. The current language is not expressive enough to describe
diverse graph properties; GDL may not capture key properties of datasets, which may lead to
suboptimal accuracy. For example, PL4XGL showed relatively lower accuracy for the citation
network datasets (Cora, Citeseer, Pubmed) because the current GDL is unable to describe key
properties of the datasets. Citation networks are homophilic graphs (i.e., nodes in the same labels
are usually connected), and GNNs are particularly effective for such datasets because they are
designed under the assumption that input graphs are homophilic [Park et al. 2022]. However,
PL4XGL failed to achieve high accuracy for the datasets because the current GDL is unable to
describe this homophilic property. There exist many other properties that the current GDL is unable
to describe (e.g., “molecules containing more oxygens than chlorines”). Therefore, enhancing the
expressiveness of GDL is a promising research direction, potentially improving the performance of
PL4XGL across diverse datasets.

Expensive Training andClassificationCosts.Though the explanation cost is removed, PL4XGL re-
quires significantly higher training and classification costs compared to the baseline GNNs. As
described in Table 2, PL4XGL failed its learning in the HIV dataset, and the classification cost of
PL4XGL is 170 times higher than the baseline GNN in the Pubmed dataset. The expensive training
and classification costs mainly come from the current approach generating too many GDL programs.
We would like to note that the model used only a few learned GDL programs for the classification
task. In the MUTAG dataset, for example, PL4XGL used only 5% of the learned GDL programs.
Therefore, if the training process could be optimized to learn and retain only the essential GDL
programs, training and classification costs could be significantly reduced.

7.2 Expressiveness Comparison between Subgraph and GDL

As a graph pattern description language, GDL is strictly more expressive than subgraphs. That is, a
subgraph can be represented by a GDL program, but not vice versa. For example, the following
subgraph � ′ describes a graph pattern that three nodes are connected by two edges where each
node and edge has the same feature vector ⟨1.0⟩:

� ′ = ⟨1.0⟩

E1

⟨1.0⟩

E2

⟨1.0⟩

E3
⟨1.0⟩ ⟨1.0⟩

.

The above subgraph can be described by the following GDL program % :

% =
⟨[1.0, 1.0]⟩

x

⟨[1.0, 1.0]⟩

y

⟨[1.0, 1.0]⟩

z
⟨[1.0, 1.0]⟩ ⟨[1.0, 1.0]⟩

.

The subgraph � ′ and the GDL program % above describe the same graph pattern. However, the
following GDL program % ′, where each node and edge variable has a feature value constraint
⟨[0.0, 5.0]⟩, cannot be equivalently described by a single subgraph:

% ′ = ⟨[0.0, 5.0]⟩

x

⟨[0.0, 5.0]⟩

y

⟨[0.0, 5.0]⟩

z
⟨[0.0, 5.0]⟩ ⟨[0.0, 5.0]⟩

.

This is because nodes and edges in a subgraph are associated with concrete feature values, unlike
the more flexible representations possible with GDL.
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8 RELATED WORK

In this section, we discuss previous work closely related to ours.

Improving Explainability of Graph Neural Networks. Instead of developing a new method
for explainable graph learning, numerous works have focused on improving explainability of
graph neural networks [Feng et al. 2022a; Funke et al. 2021; Lucic et al. 2022; Pope et al. 2019;
Schnake et al. 2021; Vu and Thai 2020a; Wu et al. 2022; Ying et al. 2019; Zhang et al. 2021, 2022].
GraphMask [Schlichtkrull et al. 2021] and PGExplainer [Luo et al. 2020] learn a classifier that
predicts whether the removal of an edge would affect the classification results; they use the learned
classifier to identify important subgraphs. GraphLime [Huang et al. 2022] identifies important
node features by fitting a feature selection algorithm, Hilbert-Schmidt Independence Criterion
Lasso, to local classification results of the given GNNs. Similarly, PGM-Explainer [Vu and Thai
2020b] uses bayesian network to explain local classification results of GNNs. KerGNN [Feng et al.
2022b] classifies a node with its pre-trained graphs, named graph filters, using graph kernels that
measure the similarity of the subgraph of the node and the graph filters. The used graph filters
can be provided as explanations. Instead of providing instance-level explanations, XGNN provides
model-level explanations. XGNN [Yuan et al. 2020] uses reinforcement learning to generate graph
patterns that maximize certain prediction of the given GNN.

Graph Pa�ern Description Languages. In the literature, subgraphs have been used as a dominant
graph pattern description language; GDL can be employed instead of subgraphs. For example,
graph data mining and GNN explanation techniques [Kakkad et al. 2023; Ramraj and Prabhakar
2015] have produced valuable subgraphs in graph datasets. Inokuchi et al. [2000] use the Apriori-
based algorithm to mine frequent subgraphs. The Apriori-based algorithm searches frequent
patterns from a simple one to a complex one like our top-down synthesis algorithm. Yan and
Han [2002] use a pattern growth approach that employs DFS to enumerate possible subgraphs.
Existing GNN explanation techniques also try to find valuable subgraphs [Ye et al. 2023] for
explaining predictions of GNNs. As discussed in Section 7.2, GDL is strictly more expressive
than subgraphs; GDL can be employed in graph data mining and GNN explanation techniques.
For example, ⟨[12,∞]⟩ ⟨[−∞,∞]⟩ ⟨[12,∞]⟩ precisely (precision = 99%) and robustly (recall = 97%)
describes a key property of nodes in the Barabási-Albert graph thanks to the abstract feature values
[12,∞] and [−∞,∞], which are unavailable in the subgraph-based graph pattern descriptions.

9 CONCLUSION

In this paper, we investigated a new approach to accurate and explainable machine learning on
graphs. Deviating from the mainstream approaches based on GNNs, we developed a new graph
learning approach using two programming language techniques. First, we designed a domain-
specific language, GDL, for interpretable graph learning models; GDL programs serve as the source
code for our models. Second, we formulated the learning problem as a GDL program synthesis
problem and adapted two representative synthesis algorithms to learn GDL programs from training
data. The experimental results showed that our approach accurately classifies graph data and
provides correct explanations. We believe that our work can pave the way for future work that will
be both fascinating and useful in applying programming language techniques to graph learning
(and beyond).
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