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Explainable Graph Machine Learning

 Mainstream: Graph Neural Network (GNN) + post-hoc “explainers™

Graph Classification
Neural Network result

Graph data | —>

GNN Explanation Explanation
Technique (e.g., key subgraph)

| Two key limitations
| * Additional (expensive) explanation cost is required |
| ®* The explanations are not guaranteed to be correct |



Our Approach

e PL4XGL: PL-based inherently explainable graph machine learning method

Classification result

Graph data | —> PL4AXGL .
& correct explanation
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Graph Descrlptlon Language (GDL)

f Programs P :=6ta rget e P =D"xT

§ Descriptions 5 u=6v | ¢ D =DywDg

i Node Descriptions dy = node x <5>? € Dy=Xxo?

§ Edge Descriptions Jg == edge (x,x) <$>? € Dp=XxXX°

‘; Target Symbols t u=nodex |edge (x,x)|graph € T =XW (X XxX)W {e}

! Intervals ¢ u=[n',n'] € & =(RW{—c0}) X (RWY{ox})
! Real Numbers n :=0.2|0.7|6|-8 ... € R

! Variables x ==x|ylz]... € X



Our Approach

e PL4XGL: PL-based inherently explainable graph machine learning method

Graph data E DL AXGL E Classification reSL!It
& correct explanation
Ke

)’/'q'ea 5
Program Synthesis
Algorithm

10

Training data



nl n2
OO
¥
-@
n4 n3
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(( (C=0s)>(@==0), 1,0.8),

([([—oo,oo])]—)[([—oo,O.S])]’ 2,0.7),

(=D, 1,0.0)}

Our model
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Node Classification Example

Classification  Explanation

=
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n3: (I, ((-0.0.51)]—>((=c0,01)) )
n4: (2, ({[=00, 1) | >(([-.0.57)) )

Classification &
Explanation
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(( (C=0s)>(@==0), 1,0.8),

([([—oo,oo])]—)[([—oo,O.S])]’ 2,0.7),

(=D, 1,0.0)}
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| nodex([-005) | [ B H ]

node y ([— o0, o0]) ([-20,0.51))—> (oo, oo])j Target

edge (X, Y)
target node y

The GDL program is describing:

i “Nodes having a predecessor whose feature value is equal or less than 0.5” '-
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| Such nodes will be ,,
. . classiﬁed into label | |
| node x ([—00,0.5]) —— N v ,
f nodey ([—oco,0]) < ooos]>]—>(([ o, oo])) 1 0.8}« Score of the program is 0. 8

edge (X, Y)
target node y

The GDL program is describing:

i “Nodes having a predecessor whose feature value is equal or less than 0.5” |
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The GDL program is describing:

“Nodes having a predecessor whose feature value is equal or less than 0.5” |

Classification  Explanation

N v

lllllllllllllllllllllllllllllllllllllllllllll

nl n2
: €, {{(1-0,05)) > ((1=o0, c0]) )
<— {( |=20.05D]>(dl=e0,00D)] | 1. 0.8), nl: (L, [[ ........ . 5U_>U]J)
n3: (I, ((-%.05))—((-c0,D) )

n3

j node x ([—00,0.5]) ‘
nodey ([—o0, 0c0]) |
j edge (X,Y)

| target nodey Classification &

Graph data Explanation
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The GDL program is describing:

“Nodes having a successor whose feature value is equal or less than 0.5

n2

\
(9~ @)
n4 n3

Graph data

N2: (2, ({([Z o )->(([-e.05)
N

node x {[— o0, 00]) n4: (2, (= =) |->((-005)) )
| nodey ([—00,0.5]) |

| edge (x,y)

/ target node X

Classification &
Explanation
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| target node x

| “Nodes having a feature” |

j node x ([— o0, o0]) »

(( (C=0s)>(@==0), 1,0.8),

([([—oo,oo])]—)[([—oo,O.S]}]’ 2,0.7),

( B[_oo’ oo])]: l) OO)}

Classification  Explanation

=

lllllllllllllllllllllllllllllllllllllllllllll

lllllllllllllllllllllllllllllllllllllllllllll

n3: (1, ((-.05)]—>((=o0,c01) )
n4: (2, ({[=00, 1) | >(([-.0.57)) )

Model classifies hodes with a better scored one
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Graph data

* No additional explanation cost

* Explanations are guaranteed to be correct

{( [([_00’0'5]8_) il l) 08))

(((-[—oo,oo])j—)[([—oo,O.S])]’ 2, 007),

(G[_Oo’ 00]8: l) OO)}

Our model
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Classification  Explanation

=)

lllllllllllllllllllllllllllllllllllllllllllll

N ¢
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n3: (1, ((-.0.5))—>({-o0,01)) )

n4: (2, (=00, 201) | >(([~0,05)] )

Classification &
Explanation
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Graph data

Quality of the programs
determines the accuracy

{( ([=o5)>(@=50) , 1, 0.8),

(((=e0.00h)) > (¢1-005) 2 0.7),

(=D, 1,0.0)}

Our model
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| Accuracy : 1.0 |

nl: (1, (- oo,o.5]—>(<[—oo, ])))
n2: (2, ({f=e0.00]) | —>(([-e0.05)))
n3: (1, ((t-.0.50)]—>((=c0, )] )
n4: (2, ([EeD)->((-05)) )

Classification &
Explanation
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Graph data

Quality of the programs
determines the accuracy

(=D, 1,0.0)}

Our model
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| Accuracy : 0.0 |

nl: (2, [([—oo,o.5]—>(([—oo, ])))
n2: (1, ({i=eo.c0]))—>((-0.057)] )
n3: (2, (- .05))—>((=co, 1)) )
n4: (1, [(E=D)->(-o05D) )

Classification &
Explanation



Training data

Learning Learning objective:
algorithm Learn high-quality GDL programs

nl n2
< {( (05} () | 1, 0.8), nl: (1, (C03))> (00D
\

n2: (2, [{[=0. 1) |—>|([~0.0.5])
» (8[—00,00]8—)[([—00,0.5])], 2, 0.7), ( ( j [ ])

- n3: (1, ((-.05)]—>((=o0,01) )
([([—oo,oo])J, l) OO)}
n4 n3

n4: (2, (E=h)>{(C=0s)) )
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Training data | Top-down synthesis algorithm |

Bottom-up synthesis algorithm

Learning Learning objective:
algorithm Learn high-quality GDL programs

nl n2
< {( (05} () | 1, 0.8), nl: (1, (C03))> (00D
\

n2: (2, [{[=0. 1) |—>|([~0.0.5])
» (8[—00,00]8—)[([—00,0.5])], 2, 0.7), ( ( j [ ])

- n3: (1, ((-.05)]—>((=o0,01) )
([([—oo,oo])J, l) OO)}
n4 n3

n4: (2, (E=h)>{(C=0s)) )

Classification &

Graph data Our model .
Explanation
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Evaluation
e Compared PL4XGL with

e Representative GNNs : GCN, GAT, GIN, etc
o State-of-the-art GNN explainer : SubgraphX*

 Research questions:
e RQI) Classification accuracy

e RQ?2) Explainability

e Settings:
e GNNs and SubgraphX trained and evaluated using a GPU (RTX A6000)
e PL4XGL trained and evaluated using 64-core CPU

*Yuan et al. On explainability of graph neural networks via subgraph explorations. ICML 2021
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RQI) Classification Accuracy

* Each dataset is split into 8:1:1 for training, validation, and evaluation
e PL4XGL achieved the best accuracy for 5 datasets
e PL4XGL did not scale for the largest dataset HIV (time budget = 48h)

GCN GAT CHEBYNET JKNET GRAPHSAGE GIN DGCN | PL4XGL
MUTAG [80.0+0.0 89.0+2.2 86.0+4.1 68.0+7.5 78.0+4.4 91.0+54 N/A [100.0+0.0
BBBP 83.6+1.4 82.3+1.6 84.6+1.0 85.6+x1.9 86.6+0.9 86.2+1.4 N/A 86.8+0.0
BACE 78.4+2.8 52.4+3.3 78.9+14 79.9+1.9 79.8+0.8 80.9+0.4 N/A 80.9+0.0
HIV 96.4+0.0 96.4+0.0 96.8+0.2 96.8+0.1 96.9+0.2 96.8+0.1 N/A N/A
BA-SHAPES |95.1+0.6 76.8+2.3 97.1+0.0 94.3+0.0 97.1+0.0 92.0+1.1 95.1+0.7 | 95.7+0.0
TREE-CYCLES |97.74+0.0 90.9+0.0 100.0+0.0 98.9+0.0 100.0+0.0 93.2+0.0 99.2+0.5 ({100.0+0.0
WISCONSIN [64.0+0.0 49.6+3.1 86.4+3.9 64.8+1.5 92.8+2.9 56.0+0.0 96.0+0.0( &88.0+0.0
TEXAS 67.7+5.3 50.0+0.0 &7.7+2.1 68.8+4.3 86.6+2.6 50.0+0.0 86.6+2.6| 83.3+0.0
CORNELL |58.9+2.6 61.1+0.0 81.0+6.5 61.1+0.0 87.7+2.1 61.1+0.0 86.6+2.6 | 88.8+0.0
CoRra 85.6+0.3 86.4+1.8 86.5+5.2 84.9+3.5 86.3£3.2 86.7+0.0 83.2+5.9| 80.0+ 0.0
CITESEER |[75.2+0.0 74.3+0.7 79.1+0.9 73.7+4.2 75.9+£2.3 75.2+0.0 71.3+6.0 | 63.8+ 0.0
PuBMED |[82.8+1.1 84.7+1.2 88.7+1.0 83.2+0.4 88.0+0.4 86.1+0.6 85.1+0.6 | 81.4+0.0




RQI) Classification Accuracy

e Fach dataset is split into 8:1:1 for training. validation. and evaluation

LRSS Molecule datasets (graph classification)
o PL4XG R .. - 48h)

GCN GAT CHEBYNET JKNET GRAPHSAGE GIN DGCN | PL4XGL
T )80.0+0.0 89.0+2.2 86.0+4.1 68.0+7.5 78.0+4.4 91.0+54 N/A {100.0+0.0)
183.6+1.4 82.3+1.6 84.6+1.0 85.6+1.9 86.6+0.9 86.2+1.4 N/A | ‘
784428 52.4+33 789+14 79.9+1.9 79.8+0.8 80.9+0.4 N/A }80.9+0.0]
96.4+0.0 96.4+0.0 96.8+0.2 96.8+0.1 96.9+0.2 96.8+0.1 N/A | NW
TREE-CYCLES|97.7+0.0 90.9+0.0 1 !
Wrsconsiy le20200 06231 | PL4XGL shows the best accuracy |
CORNELL |58.942.6 61.1+0.0 81.0+65 61.1+0.0 87.7+2.1 61.1+0.0 86.6+2.6 | 88.8+0.0
CoRA  |85.6+0.3 86.4+1.8 86.5+52 84.9+3.5 86.3+3.2 86.7+0.0 83.2+5.9 | 80.0+ 0.0
CITESEER |75.2+0.0 74.3£0.7 79.1+0.9 73.7+4.2 75.9+2.3 75.2+0.0 71.3+6.0 | 63.8+ 0.0
PuBMED |[82.8+1.1 84.7+1.2 88.7+1.0 83.2+0.4 88.0+0.4 86.1+0.6 85.1+0.6 | 81.4+0.0
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RQI) Classification Accuracy

* Each dataset is split into 8:1:1 for training, validation, and evaluation

e PL4XGL achieved the best accuracy for 5 datasets
e PL4XGL did not scale for the largest dataset HIV (time budget = 48h)

PL4XGL falled its training in HIV dataset because of its tralnlng cost '

PUBMED

GCN GAT CHEBYNET JKNET GRAPHSAGE GIN DGCN | PL4XGL

MUTAG [80.0+0.0 89.0+2.2 86.0+4.1 68.0+7.5 78.0+44 91.0+54 N/A [100.0+0.0

BBBP 83.6+1.4 82.3+1.6 84.6+1.0 85.6+x1.9 86.6+0.9 86.2+1.4 N/A 86.8+0.0

BACE 78.4+2.8 52.4+3.3 78.9+14 799+19 79.8+0.8 80.9+0.4 N/A 809+00

HIV ~ [96.4+0.0 96.4£0.0 96.8+0.2 96.8+0.1 96.9+0.2 96.8+0.1 N/A [{ N/A ]
BA-SHAPES 19514+0.6 76.8+2.3 97.1+0.0 _943+00 97.1+0.0 _92.0+1.1 951407 95700 |

* HIV includes 41,127 (1,049,163 nodes)
* Timeout = 2 day (48 hours)

82 8+1 1 84 74

L1 2 88 74

+10 83 2*

+04 88 0-

L04

86 14

0.6 85.1-
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RQ?2) Explainability

Our approach provides correct & simple explanations
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RQ?2) Explainability

 Our approach provides correct & simple explanations
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Summary

* Problem :Accurate and explainable graph learning

* Solution :A purely PL-based approach to XAl
* Domain specific language design for defining Al models

* Program synthesis for learning models from training data

e Result:

* Accuracy can compete with GNNs

e Better explainability than GNNs with post-hoc explainer
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Summary

* Problem :Accurate and explainable graph learning

* Solution :A purely PL-based approach to XAl
* Domain specific language design for defining Al models

* Program synthesis for learning models from training data

e Result:

* Accuracy can compete with GNNs

e Better explainability than GNNs with post -hoc explainer

Conclusmn PL technlques are even useful for AI'
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